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There are well-understood formal frameworks for decision making under risk, i.e., where we 
know all the possible outcomes of our acts and also know the probabilities of those outcomes. 
There are even prescriptions for decision making when we don’t quite know the probabilities 
but still know what the outcomes could be. Under ignorance we not only don’t know the 
probabilities, we may not even know all of the possible outcomes. Shorn of their probabilities 
and a completely known outcome space, normative frameworks such as expected utility 
theory stand silent. Can there be such a thing as a good decision-making method under 
ignorance? What criteria or guidelines make sense for decision making when we know next 
to nothing?  

At first glance, the notion of criteria for good decisions under ignorance may seem absurd. 
Here is a simplified list of criteria for “good” (i.e., rational) decisions under risk:  

1. Your decision should be based on your current assets.  

2. Your decision should be based on the possible consequences of all possible outcomes.  

3. You must be able to rank all of the consequences in order of preference and assign a 
probability to each possible outcome.  

4. Your choice should maximize your expected utility, or roughly speaking, the 
likelihood of those outcomes that yield highly preferred consequences.  

In non-trivial decisions, this prescription requires a vast amount of knowledge, computation, 
and time. In many situations at least one of these requirements isn’t met, and often none of 
them are.  

This problem has been recognized for a long time, although it has been framed in rather 
different ways. In the 1950’s at least two spokespeople emerged for decision making under 
ignorance. The economist Herbert Simon proposed “bounded rationality” as an alternative to 
expected utility theory, in recognition of the fact that decision makers have limited time, 
information-gathering resources, and cognitive capacity. He coined the term “satisficing” to 
describe criteria for decisions that may fall short of optimality but are “good enough” and 
also humanly feasible to achieve. Simon also championed the use of “heuristics,” rules of 
thumb for reasoning and decision making that, again, are not optimal but work well most of 
the time. These ideas have been elaborated since by many others, including Gerd 
Gigerenzer’s “fast and frugal” heuristics and Gary Klein’s “naturalistic” decision making. 
These days bounded rationality has many proponents.  

Around the same time that Simon was writing about bounded rationality, political economist 
Charles Lindblom emerged as an early proponent of various kinds of “incrementalism,” 
which he engagingly called “muddling through.” Whereas Simon and his descendants 
focused on the individual decision maker, Lindblom wrote about decision making mainly in 
institutional settings. One issue that the bounded rationality people tended to neglect was 
highlighted by Lindblom, namely the problem of not knowing what our preferences are when 
the issues are complex: 

“Except roughly and vaguely, I know of no way to describe--or even to understand--what my 
relative evaluations are for, say, freedom and security, speed and accuracy in governmental 
decisions, or low taxes and better schools than to describe my preferences among specific 
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policy choices that might be made between the alternatives in each of the pairs… one 
simultaneously chooses a policy to attain certain objectives and chooses the objectives 
themselves.” (Lindblom 1959, pg. 82). 

Lindblom’s characterization of “muddling through” also is striking for its rejection of means-
ends analysis. For him, the means and ends are entwined together in the policy options under 
consideration.  “Decision-making is ordinarily formalized as a means-ends relationship: 
means are conceived to be evaluated and chosen in the light of ends finally selected 
independently of and prior to the choice of means… Typically, …such a means- ends 
relationship is absent from the branch method, where means and ends are simultaneously 
chosen.” (Lindblom 1959, pg. 83).  

In the absence of a means-end analysis, how can the decision or policy maker know what is a 
good decision or policy? Lindblom’s answer is consensus among policy makers: “Agreement 
on objectives failing, there is no standard of ‘correctness.’… the test is agreement on policy 
itself, which remains possible even when agreement on values is not.” (Lindblom 1959, pg. 
83)  

Lindblom’s prescription is to restrict decisional alternatives to small or incremental 
deviations from the status quo. He claims that “A wise policy-maker consequently expects 
that his policies will achieve only part of what he hopes and at the same time will produce 
unanticipated consequences he would have preferred to avoid. If he proceeds through a 
succession of incremental changes, he avoids serious lasting mistakes in several ways.” First, 
a sequence of small steps will have given the policy maker grounds for predicting the 
consequences of an additional similar step. Second, he claims that small steps are more easily 
corrected or reversed than large ones. Third, stakeholders are more likely to agree on small 
changes than on radical ones.  

How, then, does Lindblom think his approach will not descend into groupthink or extreme 
confirmation bias? Through diversity and pluralism among the stakeholders involved in 
decision making: 

“… agencies will want among their own personnel two types of diversification: 
administrators whose thinking is organized by reference to policy chains other than those 
familiar to most members of the organization and, even more commonly, administrators 
whose professional or personal values or interests create diversity of view (perhaps coming 
from different specialties, social classes, geographical areas) so that, even within a single 
agency, decision-making can be fragmented and parts of the agency can serve as watchdogs 
for other parts.” 

Naturally, Lindblom’s prescriptions and claims were widely debated. There is much to 
criticize, and he didn’t present much hard evidence that his prescriptions would work. 
Nevertheless, he ventured beyond the bounded rationality camp in four important respects. 
First, he brought into focus the prospect that we may not have knowable preferences. Second, 
he realized that means and ends may not be separable and may be reshaped in the very 
process of making a decision. Third, he mooted the criteria of choosing incremental and 
corrigible changes over large and irreversible ones. Fourth, he observed that many decisions 
are embedded in institutional or social contexts that may be harnessed to enhance decision 
making. All four of these advances suggest implications for decision making under 
ignorance.  

Roger Kasperson contributed a chapter on “coping with deep uncertainty” to Gabriele 
Bammer’s and my 2008 book. By “deep uncertainty” he means “situations in which, 
typically, the phenomena… are characterized by high levels of ignorance and are still only 
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poorly understood scientifically, and where modelling and subjective judgments must 
substitute extensively for estimates based upon experience with actual events and outcomes, 
or ethical rules must be formulated to substitute for risk-based decisions.” (Kasperson 2008, 
pg. 338) His list of options open to decision makers confronted with deep uncertainty 
includes the following:  

1. Delay to gather more information and conduct more studies in the hope of reducing 
uncertainty across a spectrum of risk;  

2. Interrelate risk and uncertainty to target critical uncertainties for priority further 
analysis, and compare technology and development options to determine whether 
clearly preferable options exist for proceeding;  

3. Enlarge the knowledge base for decisions through lateral thinking and broader 
perspective;  

4. Invoke the precautionary principle;  

5. Use an adaptive management approach; and  

6. Build a resilient society. 

He doesn’t recommend these unconditionally, but instead writes thoughtfully about their 
respective strengths and weaknesses. Kasperson also observes that “The greater the 
uncertainty, the greater the need for social trust… The combination of deep uncertainty and 
high social distrust is often a recipe for conflict and stalemate.” (Kasperson 2008, pg. 345)  

At the risk of leaping too far and too fast, I’ll conclude by presenting my list of criteria and 
recommendations for decisions under ignorance. I’ve incorporated material from the bounded 
rationality perspective, some of Lindblom’s suggestions, bits from Kasperson, my own earlier 
writings and from other sources not mentioned in this post. You’ll see that the first two major 
headings echo the first two in the expected utility framework, but beneath each of them I’ve 
slipped in some caveats and qualifications.  

1. Your decision should be based on your current assets.  
a. If possible, know which assets can be traded and which are non-negotiable.  
b. If some options are decisively better (worse) than others considering the range of 
risk that may exist, then choose them (get rid of them).  
c. Consider options themselves as assets. Try to retain them or create new ones.  
d. Regard your capacity to make decisions as an asset. Make sure you don’t become 
paralyzed by uncertainty.  

2. Your decision should be based on the possible consequences.  
a. Be aware of the possibility that means and ends may be inseparable and that your 
choice may reshape both means and ends.  
b. Beware unacceptable ends-justify-means arguments.  
c. Avoid irreversible or incorrigible alternatives if possible.  
d. Seek alternatives that are “robust” regardless of outcome. 
e. Where appropriate, invoke the precautionary principle.  
f. Seek alternatives whose consequences are observable.  
g. Plan to allocate resources for monitoring consequences and (if appropriate) 
gathering more information.  

3. Don’t assume that getting rid of ignorance and uncertainty is always a good idea.  
a. See 1.c. and 2.c. above. Options and corrigibility require uncertainty; freedom of 
choice is positively badged uncertainty.  
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b. Interventions that don't alter people's uncertainty orientations will be frustrated with 
attempts by people to re-establish the level of uncertainty they are comfortable with.  
c. Ignorance and uncertainty underpin particular kinds of social capital. Eliminate 
ignorance and uncertainty and you also eliminate that social capital, so make sure you 
aren’t throwing any babies out with the bathwater.  
d. Other people are not always interested in reducing ignorance and uncertainty. They 
need uncertainty to have freedom to make their own decisions. They may want 
ignorance to avoid culpability.  

4. Where possible, build and utilize relationships based on trust instead of contracts.  
a. Contracts presume and require predictive knowledge, e.g., about who can pay 
whom how much and when. Trust relationships are more flexible and robust under 
uncertainty. 
b. Contracts lock the contractors in, incurring opportunity costs that trust relationships 
may avoid.  

Managing and decision making under ignorance is, of course, far too large a topic for a single 
post, and I’ll be returning to it in the near future. Meanwhile, I’m hoping this piece at least 
persuades readers that the notion of criteria for good decisions under ignorance may not be 
absurd after all.  

 


